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Abstract
Pneumonia is described as an acute infection of lung tissue produced by one or more bacteria, and Coronavirus Disease (COVID-19) is a deadly virus 

that affects the lungs of the human body. The symptoms of COVID-19 disease are closely related to pneumonia. In this work, we identify the patients 
of pneumonia and coronavirus from chest X-ray images. We used a convolutional neural network for spatial feature learning from X-ray images. We 
experimented with pneumonia and coronavirus X-ray images in the Kaggle dataset. Pneumonia and corona patients are classi ied using a feed-forward 
neural network and hybrid models (CNN+SVM, CNN+RF, and CNN+Xgboost). The experimental indings on the Pneumonia dataset demonstrate that CNN 
detects Pneumonia patients with 99.47% recall. The overall experiments on COVID-19 x-ray images show that CNN detected the COVID-19 and pneumonia 
with 95.45% accuracy.
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Introduction

Coronavirus disease (COVID-19) is a deadly virus that 
the World Health Organization con irmed an epidemic on 
11 March 2020 due to its global spread [1]. The Coronavirus 
is extremely dangerous because it can reproduce for up to 
two weeks without causing illness [2]. COVID-19 symptoms 
include a high fever, dry cough, stoutness of breath, tiredness, 
sore throat, aches and pains, and only a few people will observe 
runny nose, nausea, and diarrhea [3]. Pneumonia is an acute 
infection of lung tissue produced by one or more bacteria. 
The symptoms of COVID-19 disease are closely related to 
pneumonia [4].  Radiologists may struggle to detect pneumonia 
in chest radiography [5]. In X-ray images, the appearance 
of pneumonia is usually unclear, can overlap with another 
diagnosis, and can mimic a variety of other minor anomalies 
[6]. These inconsistencies result in signi icant variation in the 
diagnosis of pneumonia among radiologists [7]. Pneumonia 
and COVID-19 can be identi ied using various methods, 
including chest X-rays and CT scans [8]. Many current studies 
[9,10] on using chest X-rays to diagnose COVID-19 have shown 
signi icant results. Despite being based on small datasets, the 
indings suggest high sensitivity to COVID-19. The COVID-19 

group’s disease stage is unknown; all we know is that chest 
X-rays are abnormal [11]. This is one of our data’s limitations. 
To classify COVID-19 from the X-ray dataset, Hemdan, et 
al. suggested seven Convolutional Neural Network models 
containing modi ied Google MobileNet and VGG19 [12]. Narin, 

et al. [13] offered a hybrid method that used InceptionV3, 
ResNet50, and ResNetV2 networks to distinguish between 
normal chest pictures and those with COVID-19 diagnostic 
images. Examines in [14] people who were brought to a 
hospital in Wuhan, China, after testing positive for COVID-19 
pneumonia. They separated CT scan patients into groups 
and then analyzed and compared the image features and 
distribution to detect COVID-19 diseases. Our work used CNN 
and hybrid models to classify pneumonia and corona patients. 
First feature learning is performed using CNN, and the output 
of the irst dense layer is passed to the SVM, RF, and xgboost. 
The classi ication of pneumonia is performed using this 
hybrid approach. In COVID-19 detection, we apply PCA to CT 
scan images and then pass these components to the SVM for 
classi ication.

Motivation

The COVID-19 virus now affects all humans on Earth. 
COVID-19 disease has symptoms that are related to 
pneumonia. The primary purpose of this study is to distinguish 
COVID-19 patients from pneumonia patients. As a result, new 
textural features and a hybrid model of (CNN+SVM, CNN+RF, 
CNN+XGBOOST) chest image classi ication method were 
presented. 

Contribution

The presented work is unique in two aspects. One component 
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is the method for optimizing CNN hyperparameters; the other 
uses CNN with RF, SVM, and XGBOOST. We also compare 
the performance of CNN feature learning with PCA feature 
decomposition in COVID-19 detection. The main work of this 
paper is listed below: 1): Performance Comparison of different 
optimizers in training of CNN for classi ication of pneumonia 
and COVID-19. 2): Performance Comparison of CNN by using 
different traditional machine learning methods with a feed-
forward neural network. 3): Performance comparison of CNN 
feature learning with PCA feature decomposition method. 

The paper is structured as follows: Section 2 mentions 
related works. Section 3 speci ies the designed methodology. 
Section 4 analyzes the results. Section 5 states the conclusion 
and future work.

Literature review

To ease patient suffering, doctors must be able to provide 
accurate diagnoses and identify the source of disease problems 
promptly. Image processing and deep learning algorithms 
have produced promising results in diagnosing and processing 
biomedical images. This part provides an overview of several 
major contributions from the current literature.

Pneumonia is one of the diseases that has become more 
common. Togacar, et al. [15] examined lung X-ray images. To 
complete a speci ic task, use CNN for feature extraction and 
models such as AlexNet, VGG-16, and VGG-19 as convolutional 
neural network models. By decreasing the number of deep 
features in each deep model, the total number of deep features 
is decreased. The classi ication process was then done using 
decision trees, KNN, SVM, and LDA. According to indings, deep 
features gave consistent features for identifying pneumonia. 
Liang, et al. [16] suggested a novel deep-learning approach 
for classifying child pneumonia images that combined partial 
and dilated convolution. The proposed method used residual 
structure and dilated convolution to tackle the model’s 
over itting and degradation issues. The study in [17] offers a 
deep learning-based technique for detecting and classifying 
Chest X-Ray pneumonia images. A mask-RCNN detection 
model, which contains global and local pixel segmentation 
features, is used. The model’s usefulness and reliability are 
validated by its good performance on the chest X-ray images 
dataset.

Bandyopadhyay, et al. [18] stated a new model that used 
LSTM-GRU to classify COVID-19 cases as con irmed, released, 
negative, or dead. The Presented approach achieved an 
accuracy rate of 87% for veri ied cases, 67.8% for negative 
cases, 62% for dead patients, and 40.5% for released patients. 
Wang, et al. [19] presented COVID-Net, CNN developed from 
chest X-ray images for COVID-19 detecting patients. Images 
in the dataset are labeled as COVID-19, V_pneumonia, B_
pneumonia, and N_ormal. COVID Net obtained an accuracy 

of 83.5%, whereas non-COVID patients accuracy achieved 
92.4%. Kumar, et al. [20] described a technique for detecting 
COVID-19 via X-ray images based on a deep Convolutional 
network. The model is trained using data from GitHub; Kaggle 
obtained an accuracy of 95.38% in recognizing COVID-19 
patients. Oztrk, et al. [21] introduced DarkCovidNet, CNN 
based on the DarkNet model for identi ication of COVID-19 
using chest X-ray dataset. Multi-class diagnoses are proposed 
in DarkCovid for multi-class; classi ication accuracy is 87.02 
%, and for two classes, 98.08%. Ioanis, et al. [22] used two 
datasets to train various pre-trained models. One is a group of 
1,427 X-ray images, 504 normal images, 700 pneumonia cases, 
and 224 COVID-19_cases. The second dataset contains images 
of 504 normal cases, 714 con irmed viral pneumonia, and 
224 Con irm_COVID-19 patients. The model gives an accuracy 
for two classes of 98.75%, and for three classes, accuracy is 
93.48%.

Methodology

In our work, we select the dataset from Kaggle and perform 
preprocessing. Then, we use CNN and a hybrid method for 
COVID-19 and pneumonia classi ication. In the fourth step, 
we evaluate the performance of our proposed method using 
a different evaluation matrix. Figure 1 shows the work low of 
our proposed work.

Dataset

In this study, we will use two datasets. One dataset is taken 
from the Kaggle Competition [23]. It contains 5863 images 
of chest X-rays and is divided into three sections: training, 
validation, and testing. 

Figure 2 shows the normal and Pneumonia Xray images 
from the Kaggle dataset.

Data preprocessing

This study performed the grayscale conversion as 
radiographic images are typically more informative in this 
format. It used Gaussian blur, median blur, or bilateral 
iltering to reduce noise in the photos. Pixel normalization is 

also performed. To ensure consistency, to a standard range 
(e.g., 0-255). We performed data augmentation using API’s 
ImageDataGenerator function, which is performed using 
Keras. We also scaled the images using the Python reshape 
function. 

Proposed methodology design

We proposed a Hybrid approach for disease classi ication, 
which consists of two models, CNN+SVM, CNN+RF, and 
CNN+XGBOOST model, to detect pneumonia from images 
of chest X-rays. In dataset 1, we have a binary class problem 
in which two classes are pre-de ined. One is Normal images 
class and the other is Pneumonia Images. We will experiment 
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with two datasets with the help of our hybrid approach and 
evaluate the results of both datasets. This work will use 
another optimizer like RMSprop stochastic gradient descent 
with momentum. We will perform a comparison analysis of 
different optimizers on these two datasets. This study used 
the K fold cross-validation to validate a model’s training. In 
Each fold, data is split into train and test. The model is trained 
on train data and tested on test data. 

Convolutional neural network

CNN is a feedforward neural network [24] with a deep 
structure and convolutional computation. One of the most 
well-known deep learning algorithms is this one because it 
performs translation invariant classi ication, also known as 
SIANN. As seen in Figure 1, feature extraction is performed by 
combining the input with convolutional kernels. The pooling 
layer reduces the network’s computational volume without 

affecting the feature map’s resolution. The size of the pooling 
layers in CNNs usually decreases as the number of layers 
increases. Max pooling and average pooling are two of the 
most popular types of pooling layers. Convolutional layers 
extract image features. Max-pooling layers are commonly 
applied in CNN designs to minimize the number of features. 
FC is the last 2D-CNN component, de ined in the previous 
layer by the activation function. The SoftMax feature is usually 
employed. Sigmond’s activation function works effectively in 
binary classi ication tasks in this deep-learning architecture. 
Combine 2D-CNN Sigmoid for better results with a support 
vector maker (SVM). Our work used the max pooling layer for 
downsampling and the ReLU activation function. We perform 
experiments with different ilter sizes and hidden layer 
neurons. We used Adam Optimizer to optimize the weights of 
the network. Finally, the output is produced using the SoftMax 
activation function.

Figure 1: Proposed Methodology Diagram.

Figure 2: Pneumonia images.
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Hybrid model

We used CNN+SVM, CNN+RF, and CNN+XGBOOST to classify 
pneumonia and COVID-19. The section below discusses the 
details of SVM, RF, and XGBOOST. We used the hybrid approach 
to identify how accurately traditional machine learning models 
work with the deep learning extracted features. The features 
are extracted using the CNN model and passed to traditional 
machine learning models such as RF, SVM, and xgboost. 

The SVM approach [25], based on statistical learning 
theory (SLT), has made considerable advancements in machine 
learning in recent years. The kernel function is the most 
important element of SVM. By setting a linear boundary in a 
high-dimensional space and transforming the optimization 
challenge into a core issue, the kernel function can solve the 
nonlinear problem in the number of input feature vectors. RF 
[26] is a tree-based ensemble model used for classi ication and 
regression problems. It constructs multiple trees of decision 
trees and outputs the class that is the mode of classes. Xtreme 
Gradient Boosting [27] is an ensemble learning technique that 
combines weak learners and improves prediction accuracy. It 
can be used for both classi ication and regression problems. 
In our work, we trained the XGBOOST model for COVID-19, 
pneumonia, and detection on the output irst dense layer of 
CNN.

Evaluation metrics

This study used the accuracy, precision, and recall metrics 
to validate a machine learning model. The accuracy indicates 
how accurately our model is predicting the classes. The 
precision metrics refer to how acutely our model predicts 
the positive courses. While the recall metrics refer to how 
accurately the model predicts the positive classes. Utilizing 
these metrics helps the stakeholders accurately validate a 
learning model’s performance. 

Results

Pneumonia and COVID-19 are severe diseases that affect 
the lungs of the human body. In our work, we performed 
experiments on the Pneumonia and COVID-19 datasets to 
identify pneumonia and COVID-19 patients. We used CNN, 
the Hybrid model (CNN+SVM, CNN+RF, CNN+xgboost), and 
different pretrained models. We also compared optimizers 
such as RMS Prop, stochastic gradient descent, and Adam 
optimizer. Experimental indings conclude that Adam 
performs well compared to RMS Prop, with stochastic 
gradient descent not stuck in local optima. However, the Adam 
optimizer learns slowly as compared to another optimizer due 
to high computation in updating weights.

Table 1 shows CNN’s results in pneumonia classi ication. 
CNN’s recall is 0.9947, and its accuracy is 0.9756 on the 
validation set. Recall shows that the false negative rate is low, 
and this method detects pneumonia with a high detection rate.

Figure 3 shows the pneumonia and normal X-ray pictures 
with their predicted and actual class label. It demonstrates 
that this model predicts results are close to the actual label.

Table 2 shows the results of a hybrid approach. CNN+RF 
achieved the highest validation performance in pneumonia 
detection as compared to other hybrid methods.

Table 3 shows the results of CNN and SVM with PCA for 
COVID-19, pneumonia, and regular patients. CNN has the 
highest performance accuracy compared to SVM with PCA. 
CNN’s performance is better because feature learning is 
performed using a convolutional layer, and it detects more 
visual features than PCA. However, some critical information 
may be lost during image dimensionality reduction.

Discussion

This study utilized CNN and a hybrid (CNN traditional 
machine learning model) to predict pneumonia and COVID-19. 
The experimental indings show that the stand-alone CNN 
performs better than the hybrid models. The intuition 
behind the better results of CNN is that it performs end-to-
end learning. On the other hand, the hybrid model can cause 
over itting due to additional parameters and complexity.

Conclusion

COVID-19 and Pneumonia are dangerous diseases. 
Detection and diagnosis of this disease are necessary before 
they affect the lungs of the human body. Machine Learning 
and deep learning methods have wide applications in medical 
images. Our work used CNN and hybrid methods to detect 
Pneumonia and COVID-19. We performed experiments on two 
Kaggle datasets of Pneumonia and COVID-19. The experimental 
result shows that CNN detected pneumonia with a 99.47% 
recall, which is the highest rate of recall compared to other 
methods applied in the pneumonia dataset. CNN also achieved 
the highest results as compared to SVM+PCA on COVID-19 and 
pneumonia’s combined dataset. We also apply some pretrained 
models on both datasets. The Extensive experiment in the 

Table 1: Results Table of Convolutional Neural Network.
Method validation accuracy Val precision Val recall Val loss

CNN 0.9756 0.9728 0.9947 0.0558

Table 2: Results Table of Hybrid model for Pneumonia classi ication.
Method Accuracy

CNN+SVM 0.875
CNN+XGboost 0.75

CNN+RF 0.903

Table 3: Results Comparison on COVID-19 dataset.
Method Accuracy

CNN 0.9545
SVM+PCA 0.93
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training of CNN concludes that Adam optimizer performs well 
compared to RMS Prop, Stochastic gradient descent. In the 
future, we will increase the performance of these datasets by 
training CNN with different parameters and using a weighted 
voting ensemble classi ier as a hybrid method.

Data availability

This study utilized publicly available data. https://www.
kaggle.com/datasets/prashant268/chest-xray-COVID-19-
pneumonia.
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